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E
xercise 1

1A
. L

et  w
 be a w

eight vector representing a tem
plate pattern. L

et {x} be a collection of pattern vectors all of unit length.  
Show

 theoretically that the cross-correlator gives m
axim

um
 response to the pattern w

hich m
atches the form

 of the tem
plate 

pattern. R
ecall that the response is determ

ined by the dot-product of the input vector w
ith the w

eight vector.

1B
. N

ow
 w

rite a M
athem

atica  program
 to dem

onstrate this property of cross-correlators. U
se the T

able function to  fill a 
32x32 m

atrix R
 w

ith random
 num

bers. U
se the built-in function R

andom
[].  T

hen define a function norm
alize[x] that takes 

as input a vector x, and returns a norm
alized version of x. U

se the T
able function again to turn R

 into a m
atrix R

2 w
hose 

row
s are norm

alized to unit length. C
alculate the m

atrix product of R
2 w

ith the 8th row
 of R

2. U
se L

istP
lot to show

 that 
the m

axim
um

 of the product occurs at elem
ent 8.  M

ake several m
ore plots using other row

s of R
2, and show

 the m
axim

um
 

alw
ays occurs at the row

 that m
atches the input vector.

E
xercise 2

U
se a set of rules to define a sem

i-linear  "squashing" function, lim
it[x], w

hich is:  

                        -1 for x <
 -1; 

                        x for 1 >
=

x >
=

 -1; 

                        1 for x>
 1. 

Plot lim
it[x] from

 x =
 -2 to 2.

E
xercise 3

U
sing M

athem
atica's ability to find derivatives of functions, define a function  dsquash[] to be equal to the derivative of the 

logistic function:

s
q
u
a
s
h
[
r
_
]
 
:
=
 
1
/
(
1
 
+
 
E
x
p
[
-
r
]
)
;

Plot dsquash from
 r =

 -2 to 2. 

M
athem

atica H
int: Y

ou can't just define a function dsquash[x_]:=
D

[squash, etc..]. B
ut there are (at least three w

ays of doing 
it). 

1)  Y
ou can use the function E

valuate[ ] to do the define dsquash all in one line.

2) A
lternatively, you m

ay w
ish to use the M

athem
atica rule for replacing a variable w

ith a value in an expression. T
his 

w
ould also enable you to define the derivative function all on one line. 

3) O
therw

ise, a brute-force m
ethod is to com

pute the derivative, copy it, and then turn that copied cell into an input cell 
type. (U

se C
ell m

enu>C
onvert T

o). 

L
ater on, w

hen w
e study back-propagation netw

orks w
e w

ill  need to use the derivative of the non-linear squashing function 
in our derviation of a learning rule for neural netw

orks. For this reason, it is useful to have a squashing function that has a 
closed form

 solution for the derivative.

E
xercise 4

T
here are neurons in the prim

ary visual cortex of m
am

m
als called "sim

ple cells". O
ne m

odel for these cells is a linear cross-
corelator follow

ed by a thresholding non-linearity (e.g. the half-w
ave rectification of a diode).  T

he receptive field w
eights 

of this cross-correlator typically show
 a "center-surround" organization. In one dim

ension, a m
uch reduced m

odel w
eight 

vector could look like this:

w
 
=
 
{
-
2
,
-
1
,
6
,
-
1
,
-
2
}
;

D
efine a threshold function thresh[s] that is zero for s less than zero, and equal to s for values of s greater than or equal to 0. 

U
se the above w

eight vector w
, and your thresh[] function to m

odel the response of a sim
ple cell. W

hat is the response of 
your cell to an input x:

a) x = {-1,-.5,3,-.5,-1}

orb) x =
 {2, 1, 0, 1, 2} ?
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E
xercise 5 (R

eq
u

ires m
aterial in

 L
ectu

re
 n

o
tes 4 o

r 5)

E
xpress the vector:

h
 
=
 
{
1
,
2
,
3
,
4
,
5
,
6
,
7
,
8
}
 
;

as a linear sum
 of norm

alized W
alsh vectors (feel free to copy and paste code from

 L
ecture 4 or 5). Plot the "spectrum

" of h. 
In particular use L

istP
lot to show

 the spectrum
, w

hich consists of the eight values of the projections of h onto the 8 W
alsh 

functions. V
erify your answ

er by reconstructing h from
 the projections.
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