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Lecture 1-Introduction

G
o

al

U
nderstand the functioning of the brain as a com

putational device. T
ools to explain brain &

 behavior. R
elation to connection-

ist, neurom
orphic, com

putational neuroscience research, and cognitive science.

R
elatio

n
 to

 C
o

g
n

itive
 S

cien
ce

C
ognitive Science: T

he interdisciplinary study of the acquisition, storage, retrieval and utilization of know
ledge.

Problem
s: perception, learning, m

em
ory, planning, action

O
ften, w

e don't know
 how

 to solve a problem
 even in principle. For others, w

e have solutions, but they don't resem
ble how

 
a biological system

 m
ight solve the problem

.

W
hat kinds of problem

s can large interconnected system
s of m

odel neurons solve? W
hat are the lim

itations? W
hat are the 

strengths?

H
ow

 do neural netw
orks relate to the larger field of statistical pattern recognition?

U
n

d
erstan

d
in

g
 th

e relatio
n

 b
etw

een
 b

rain
 an

d
 b

eh
avio

r req
u

ires

A
 m

ultidisciplinary approach

M
ultiple levels of explanation.

M
u

ltid
iscip

lin
ary

 ap
p

ro
ach

T
hree prim

ary areas or disciplines influence current neural netw
ork research:

‡
N

euroscience, com
putational neuroscience

U
nderstand the basic building blocks or "hardw

are" of the nervous system

these are: nerve cells or neurons, and their connections, the synapses

O
ur em

phasis is on: large scale neural netw
orks. R

equires great sim
plification in the m

odel of the 

neuron...in order to com
pute and theorize about w

hat large num
bers of them

 can do.

C
om

pare w
ith other areas of C

om
putational N

euroscience that em
phasize the biology. H

ere w
e em

phasize "brain-style""

com
putation. O

ften w
rong in detail, but driven by a curiosity about how

 the com
plex processes of

perception, and m
em

ory  w
ork.

W
hat can these large scale neural system

s do? T
hat is, w

hat can they com
pute? A

nd how
?

‡
C

om
putational theory, m

athem
atics, statistical pattern

 recognition

Statistical inference, engineering (inform
ation and com

m
unication theory), statistical physics and com

puter science.

Provide the tools and analogs to abstract and form
alize for analysis and sim

ulation.

O
ne of the characteristics of this course is to try to relate the neural m

odels to statistical m
ethods of inference and regression 

in order to understand the com
putational principles and pow

er behind a neural im
plem

entation.

W
hat should these large scale neural system

s com
pute? W

hat are the w
ays in w

hich inform
ation is represented? H

ow
 can a 

system
 be designed to get from

 input to output representations?

‡
B

ehavioral sciences, psychology, cognitive science and ethology

U
nderstand w

hat subsystem
s are supposed to do as a functioning organism

 in the environm
ent.

Psychology &
 C

om
putational theory =

>
T

he brain is N
O

T
 a general purpose com

puter.

M
u

ltip
le

 levels o
f exp

lan
atio

n

‡
F

unctional level

Psychology/C
ognitive Science/E

thology tells us w
hat is actually solved by functioning behaving organism

s. D
escriptions of 

behavior.
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‡
Statistical Inference level

T
heories of pattern recognition, inference &

  estim
ation.

Functionalities supported by neural netw
ork com

puting provide a useful w
ay of categorizing m

odels in term
s of the com

puta-
tional tasks required:

1. L
earning input/ouput m

appings from
 exam

ples (learning as regression, classification boundaries)

associative m
em

ory (->
neural netw

orks: H
opfield net, back-prop, local m

inim
a can be useful.)

2. Inferring outputs from
 inputs (continuous estim

ation, discrete classification)

m
em

ory recall, perceptual inference

optim
ization or constraint satisfaction (->

neural netw
orks: H

opfield net, B
oltzm

ann m
achine,  global m

inim
um

 is 
desired, local m

inim
a  are problem

s)

3. M
odeling data (learning as probability density estim

ation)

self-organization of sensory data into useful representations or classes (e.g principal com
ponents analysis, clustering)

(C
an view

 1. L
earning input/output m

appings as a special case)

‡
N

eural netw
ork

 level: A
lgorithm

s, im
plem

entation

A
lgorithm

s: M
athem

atics of com
putation tells us w

hat is com
putable and how

. Practical lim
its. Parallel vs. serial.

Input and output representation, and algorithm
s for getting from

 input to output. Program
m

ing rules, data structures.

Im
plem

entation: W
etw

are, hardw
are.

N
euroscience, neurophysiology and anatom

y tell us the adequacies and inadequacies of our m
odeling assum

ptions.

‡
E

m
phasis in this course

U
nderstand high-level functions such as vision, pattern recognition, learning, m

em
ory, inference and control. In the brain 

these functions involve large-scale system
s each w

ith m
any "m

odules" and10s to 100s of thousands of neurons in each. 
A

ppropriate level tends tow
ards m

ore abstract w
here w

e can m
anage the com

plexity through m
athem

atical m
odels.

T
he interaction betw

een levels of analysis considers a function (e.g. pattern recognition), the theory to understand the 
function (e.g. through statistical inference), and how

 the function m
ay be realized in a neural system

 (neural netw
orks):
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O
verview

 o
f th

e B
rain

B
efore w

e look at m
odels of neurons and their interactions, let us get an overview

 of the large scale context. 

U
nderstanding function m

eans understanding how
 an organism

's inform
ation processing is determ

ined by the structure of its 
environm

ental inputs (e.g. natural im
ages, objects to be avoided, places to go), and the nature of its outputs (e.g. shapes of 

objects to be m
anipulated, terrain to w

alk on). T
he brain doesn't operate in isolation, these inputs and outputs are the sensory 

and m
otor neurons that m

ake up the peripheral nervous system
. 

T
he brain has both surface and interior structures. Surface structures that are visible in the side view

 below
 are: frontal, 

tem
poral, parietal and occipetal lobes, and the cerebellum

. B
ut apart from

 the cerebellum
, it isn't totally obvious w

here one 
part stops and another begins. L

andm
arks are the sulci (valleys) and gyri (bum

ps). E
.g. the lateral fissure (sulcus) is perhaps 

the easiest to spot. It separates the tem
poral lobe from

 the frontal and parietal lobes.

T
here are internal com

ponents too: T
halam

us (sensory and m
otor relays), hypothalam

us (control of endocrine activity, 
tem

perature, food intake, etc..), basal ganglia (relay for m
otor behavior), lim

bic system
 (expression of em

otion), m
edulla 

(part of low
er brain stem

, breathing, heart rate).

W
e believe that m

uch of w
hat m

akes us interesting as hum
ans, our thoughts, im

aginations, w
ords and actions, depends on 

having a large and com
plex cortex. 

 A
 com

m
on view

 show
s the surface or cortex--the gray m

atter.

4
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From
: http://w

w
w

.utdallas.edu/~kilgard/brain.jpg

T
his is a very static view

. R
ecent exciting progress in functional im

aging provides dynam
ic pictures that illustrate relation-

ships betw
een hum

an functions (seeing, im
agining, etc.) are related to various cortical areas.
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L
evels o

f o
rg

an
izatio

n
, scales

F
rom

: C
hurchland

 &
 S

ejnow
ski.  (10,000

 A
 to

 a
 m

icron)

E
xam

p
le: V

isu
al system

L
et's take a look from

 tw
o points of view

: 1) inform
ation flow

 through a specific system
--the visual system

; 2) levels of 
organization at successive stages. 

A
t a very coarse spatial scale, w

e know
 that w

e have eyes and a portion of the brain that processes the incom
ing im

ages. 
T

his system
 enables us to recognize and m

anipulate objects, and that help us to navigate.
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T
he above picture ends at prim

ary visual cortex (V
1, area 17), but there are m

ore than 30 other visual areas after that.
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‡
R

etina

R
ods, cones. R

ods &
 rhodopsin m

olecules. Synapses. D
ifferent types of neurons: Spike-generating neurons, the ganglion 

cells.

N
etw

orks of neurons that behave as "im
age filters". M

 &
 P pathw

ays.
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‡
P

athw
ays out of the eye

F
rom

:
M

ilner, D
., &

 G
oodale, M

. 
(1

9
9

5
). T

he
 V

isual B
rain

 in
 A

ction
. O

xford: O
xford

 U
niversity

 P
ress.

‡
V

isual cortex &
 m

aps

H
igher visual areas in cortex. M

aps.
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F
rom

:
C

hurchland, P
. S

., &
 S

ejnow
ski, T

. J. 
(1

9
9

2
). T

he
 C

om
putational B

rain
. C

am
bridge, M

A
: M

IT
 P

ress.

A
dapted

 from
 V

an
 E

ssen
 and

 A
nderson

 1990. S
ee

 too, F
ellem

an
 and

 V
an

 E
ssen, 1991.

‡
C

ortical layers

Structure w
ithin m

aps. 

C
asual inspection show

s that the brain has gross structure. W
hat is not im

m
ediately apparent  is that structures  do not 

consist of random
ly connected nerve cells. T

here is a m
edium

-level organization into m
ultiple functional groupings. 

T
he neocortex has 6 m

ore or less distinguishable layers, there is a m
icroorganization into vertical colum

ns. In the prim
ary 

visual cortical area (V
1, see above figure), there are ocular dom

inance and orientation selectivity colum
ns w

hich are 
believed to form

 a functional unit called a hypercolum
n (1 to 2 m

m
). E

ach hypercolum
n takes into account local im

age 
intensities and colors to represent inform

ation or features for a single point of the visual field.
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‡
Som

e brain specs

"cortico-centric" neuroscience

T
he hum

an brain is:: volum
e - 1.4 liters, C

ortex 2 m
m

, volum
e 0.32 liters

C
ortex: 1.6 x 10^10 neurons, w

ith about 4000 synapses/neuron, about 6x10^13 connections.

A
r
e
a
o
f
c
o
r
t
e
x

1
.
6
0

 E
+
0
5

m
m
^
2

T
h
i
c
k
n
e
s
s
o
f
c
o
r
t
e
x

2
.
0
0

 E
+
0
0

m
m

V
o
l
u
m
e
o
f
c
o
r
t
e
x

3
.
2
0

 E
+
0
5

m
m
^
3

3
.
2
0

 E
-
0
1

l
i
t
e
r
s

C
o
r
t
e
x
s
y
n
a
p
s
e
d
e
n
s
i
t
y

4
.
0
0

 E
+
0
3

s
y
n
a
p
s
e
ê
n
e
u
r
o
n

C
o
r
t
e
x
c
o
n
n
e
c
t
i
v
i
t
y

2
.
0
0

 E
+
0
8

s
y
n
a
p
s
e
s
ê
m
m
^
3

c
o
n
n
e
c
t
i
v
i
t
y
ê
n
e
u
r
o
n

5
.
0
0

 E
+
0
0

m
m

c
o
n
n
e
c
t
i
o
n
l
e
n
g
t
h
ê
m
m
^
3

2
.
5
0

 E
+
0
4

m
m

n
e
u
r
o
n
d
e
n
s
i
t
y
i
n
c
o
r
t
e
x

5
.
0
0

 E
+
0
4

n
e
u
r
o
n
s
ê
m
m
^
3

T
o
t
a
l
b
r
a
i
n
v
o
l
u
m
e

1
.
4
0

 E
+
0
0

l
i
t
e
r
s

T
o
t
a
l
n
e
u
r
o
n
s
i
n
c
o
r
t
e
x

1
.
6
0

 E
+
1
0

T
o
t
a
l
v
i
s
u
a
l
n
e
u
r
o
n
s

8
.
0
0

 E
+
0
9

H
5
0

 %
v
i
s
u
a
l
n
e
u
r
o
n
s
i
s
o
f
t
e
n
q
u
o
t
e
d
a
n
d
u
s
e
d
h
e
r
e
,

b
u
t
i
s
p
r
o
b
a
b
l
y
a
n
o
v

T
o
t
a
l
v
i
s
u
a
l
c
o
n
n
e
c
t
i
o
n
l
e
n
g
t
h
s

4
.
0
0

 E
+
0
9

m
m

4
.
0
0

 E
+
0
7

m
o
r
2
4
8
7
4

 m
i
l
e
s

 o
f

 c
o
n
n
e
c
t
i
o
n
s

S
o
m
e
r
e
f
e
r
e
n
c
e
n
u
m
b
e
r
s
t
a
k
e
n
o
r
i
n
f
e
r
r
e
d
f
r
o
m
t
h
o
s
e
p
u
b
l
i
s
h
e
d
b
y
:

C
h
e
r
n
i
a
k
,

J
.
o
f
C
o
g
.
N
e
u
r
o
s
c
.
,

1
9
9
0
,

v
o
l
2
.
,

p
p
5
8

-
6
8

G
ettin

g
 started

 w
ith

 M
ath

em
atica

M
athem

atica vs. M
atlab vs. neural netw

ork sim
ulation packages.

Features: sym
bolic &

 num
eric, notebook, entire m

anual is built-in.
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‡
F

ront-end
 and N

otebooks: O
rganize, outline, docum

ent, program
 

K
ernel: Separate program

 does the calculation

‡
N

um
erical C

alculations. Y
ou can do arithm

etic. For exam
ple, type 5+

7 as show
n in the cell below

, and then 

hit the "enter" key. T
ry other operations, 5^3, 4*3 (note that 4 3,

w
here a space separates the digits is also interpreted as m

ultiplication). N
ote that if you

try division, e.g. 2/3, you get the exact answ
er back. T

o get a decim
al approxim

ation,

type N
[2/3].

5
+
7

1
2

N
[
2
/
3
]

0
.
6
6
6
6
6
7

Y
ou can go back and select an expression by clicking on the brackets on the far right. T

hese brackets are features of the 
M

acintosh interface and serve to organize text and calculations into a N
otebook w

ith outlining features. Y
ou can group or 

ungroup cells for text, graphs, and expressions in various w
ays to present your calculations. E

xplore these options under 
C

ell in the m
enu.  Y

ou can see the possible cell types under the Style m
enu.

‡
B

uilt-in
 functions. M

athem
atica has a very large library of built-in functions. T

hey all begin w
ith an 

uppercase letter. Y
ou can get inform

ation about a function, e.g. for the exponential of a function, or for 

plotting graphs:

?
E
x
p

E
xp[z] is the exponential function.

?
P
l
o
t

Plot[f, {x, xm
in, xm

ax}] generates a plot of f as a
   function of x from

 xm
in to xm

ax. Plot[{f1, f2, ...},
   {x, xm

in, xm
ax}] plots several functions fi.
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If you type tw
o question m

arks before a function, ??P
lot, you'll get m

ore inform
ation. T

ry it. W
hat does the R

andom
 

function do?

‡
O

nline tutorials

T
here is a nice set of tutorials at: http://library.w

olfram
.com

/tutorials/  In particular, dow
nload intro.nb and began to w

ork 
through it.
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