
CSCI 5521: Pattern Recognition
 Prof. Paul Schrater

Lecture 2:  Mathematical and Matlab
preliminaries



Business

• Course web page:

http://gandalf.psych.umn.edu/~schrater/schrater_lab/courses
/PattRecog05/PattRecog.html



Matlab Intro

• “BASIC for people who like linear algebra”
• Full programming language

– Interpreted language (command)
– Scriptable
– Define functions (compilable)



Data
• Basic- Double precision arrays

A = [ 1 2 3 4 5]
A = [ 1 2; 3 4]
B = cat(3,A,A) %three dimensional array

Advanced- Cell arrays and structures
A(1).name = ‘Paul’
A(2).name = ‘Harry’

A = {‘Paul’;’Harry’;’Jane’};
>> A{1}                        =>          Paul



Almost all commands Vectorized

• A = [ 1 2 3 4 5 ] ; B = [ 2 3 4 5 6]
– C = A+B
– C = A.*B
– C = A*B’
–  C = [A;B]
– sin( C ), exp( C )



Useful commands
• Colon operator

– Make vectors:  a = 1:0.9:10;  ind = 1:10
– Grab parts of a vector:   a(1:10) = a(ind)
– A = [  1 2; 3 4]
– A(:,2)
– A(:) = [ 1

3
2
4]

Vectorwise logical expressions
a = [ 1 2 3 1 5 1]
a = =1              =>      [ 1 0 0 1 0 1]

size( ),  whos, help, lookfor
ls, cd, pwd,
Indices = find( a = =1 )   =>   [ 1 4 6 ]



Stats Commands

• Summary statistics, like
– Mean(), Std(), var(), cov(), corrcoef()

• Distributions:
– normpdf(),

• Random number generation
– P = mod(a*x+b,c)

rand(), randn(), binornd()
• Analysis tools

– regress(), etc



Linear Algebra

• Need to know or learn
– How to compute inner products, outer products
– Multiply, transpose matrices
– Eigenvalues,eigenvectors
– Elements of linear transformations

• Rotations and scaling
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Determinant

• Determinant: Volume of the parallelepiped
created by the vectors in the matrix.

has determinant 

det(A) = ad - bc. 

The sum is computed over all
permutations– of the numbers
{1,...,n} and sgn(σ ) denotes the
signature of the permutation σ: +1
if σ– is an even permutation and -1
if it is odd.



(Symmetric matrices of size n)

A=AT





Eigenvalues: Useful Properties

















! 

P(y | x) = P(x,y) /P(x)

P(x) = P(x,y)
y

"

Conditioning

Marginalization











Binomial Events















Normal & Multivariate Normal
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